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Abstract. The sex ratio at birth (SRB) has risen in India and reaches well beyond the levels under normal circumstances since the 1970s. The lasting imbalanced SRB has resulted in much more males than females in India. A population with severely distorted sex ratio is more likely to have prolonged struggle for stability and sustainability. It is crucial to estimate SRB and its imbalance for India on state level and assess the uncertainty around estimates. We develop a Bayesian model to estimate SRB in India from 1990 to 2016 for 29 states and union territories. Our analyses are based on a comprehensive database on state-level SRB with data from the sample registration system, census and Demographic and Health Surveys. The SRB varies greatly across Indian states and union territories in 2016: ranging from 1.026 (95% uncertainty interval [0.971; 1.087]) in Mizoram to 1.181 [1.143; 1.128] in Haryana. We identify 18 states and union territories with imbalanced SRB during 1990–2016, resulting in 14.9 [13.2; 16.5] million of missing female births in India. Uttar Pradesh has the largest share of the missing female births among all states and union territories, taking up to 32.8% [29.5%; 36.3%] of the total number.

1. Introduction. The sex ratio at birth (SRB; ratio of male to female live births) varies roughly between 1.03 and 1.07 [11, 12] for most of human history. However, since the 1970s, SRBs have risen in several countries in Asia and Eastern Europe [5, 7, 8, 9, 14, 15, 22, 23, 24, 25, 26, 27, 28, 30, 36, 38, 40]. The SRB imbalance is largely drive by the co-existence of three factors that resulted in sex-selective abortion [23, 24]: persisting strong son preference, accessibility and affordability of prenatal sex diagnosis and abortion [3, 20, 21, 39, 51], and fertility decline which leads to smaller family sizes. As a result in such population, sex-selective abortion could allow people to not only avoid large families but also have male offspring.

The imbalanced SRB can lead to severe and prolonged consequences in both demographic and social aspects. The cause of imbalanced SRB, i.e. the practice of
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sex-selective abortion, is considered as prenatal gender discrimination and violates baby girls’ rights of survival, participation and development. Imbalanced SRB is one of the main factors that leads to the phenomenon of “missing women” [47] with a society having much more males than females. The off-balanced sex structure within a population could exert an indirect effect on demographic issues such as marriage pressure on adult males [35]. This would also lead to increased levels of antisocial behaviour and violence, for instance, and may eventually affect long-term stability and social sustainable development [6, 10, 29, 30].

India has a long history of imbalanced SRB due to sex-selective abortion. In India, prenatal diagnosis (PD) became available soon after abortion was legalized in 1971. PD was introduced in India as a method for detecting fetal abnormalities but was soon used for prenatal sex selection [3, 51]. Since then, the combination of PD and abortion has been widely used for the systematic elimination of females fetuses [37]. First amniocenteses in the 1970s were openly advertised and extensively used in urban areas for sex-selective abortions [34]. The results of the 1981 census already showed skewing of the sex ratio among children between 0 and 6 years, and there were concerns about the sex imbalance in the population [34]. The sharp increase in the child sex ratio since the 1970s is a direct result of the widespread practice of the sex-selective abortions in India [4, 19, 20, 39, 48, 51].

It is crucial to monitor the SRB in India on state level in addition to the national level. India is one of the most populous countries in the world. Its persisting imbalanced SRB on national level has been discussed in multiple studies [12, 23, 25, 49]. At the same time, India is highly heterogeneous across states and union territories in demography. To date, assessments of SRB and corresponding imbalance for Indian states and union territories have largely relied on direct reporting from census, surveys, or sample registration system [31, 32, 33, 45]. Estimation of the degree of SRB imbalance for Indian states and union territories is complicated by the amount of uncertainty associated with SRB observations due to data quality issues, sampling and stochastic errors. An up-to-date systematic analysis for SRB for Indian states and union territories over time using all available data with reproducible methods for estimation is urgently needed.

To fill the research void, we produce model-based SRB annual estimates from 1990 to 2016 for 29 states and union territories in India (Telangana state is not considered since it was established in 2014; Adaman and Nicobar Islands and Pondicherry have not been included because they are very small). Our analyses are based on a comprehensive database on state-level SRB with data from the sample registration system (SRS), census, and Demographic and Health Surveys. We implement a Bayesian hierarchical model to estimate SRB in India on state-level to account for the varying levels of uncertainties associated with observations. Our results imply great disparity of SRB in India across states, over geographic locations and over time. We identify 18 states and union territories with SRB imbalance during 1990–2016. The total number of missing female births for the 18 identified state and union territories during 1990–2016 is estimated to be 14.9 million (95% uncertainty interval [13.2; 16.5]), and almost one third are from Uttar Pradesh.

The structure of the paper is as follows: in Section 2, we summarize the database compiled for model fitting and the calculation of sampling and stochastic errors for observations. In Section 3, we describe the Bayesian hierarchical model that we develop to estimate the state-level SRB over time. In Section 4, we summarize the miscellaneous computations after model fitting, including the calculation of missing
female births and identification of states and union territories with SRB imbalance. We assess the model performance via validation exercise and the approach is explained in Section 5. The estimation and validation results are presented in Section 6. Finally, we summarize the main contributions and study limitations in Section 7.

2. Data. Subnational-level data on births by sex are recorded in the sample registration system (SRS), the 2011 India Census and Demographic and Health Surveys (DHS). The SRS provides data on an annual basis, while the 2011 India Census provides information for the previous 24 months and DHS for longer retrospective periods on full birth histories asked to women of reproductive ages.

Table 1 provides an overview of the data sources in the database. There are 937 data points from 29 Indian states and union territories. In total, there are 2,530 state-years of information in the database. On average, 87.2 state-years of data are available for each of the 29 Indian states and union territories.

<table>
<thead>
<tr>
<th>Data Source Type</th>
<th>Series Name (Series Period)</th>
<th>Total # Obs. (Range # Obs. per state/union territory)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Census</td>
<td>Census (2011)</td>
<td>29 (1–1)</td>
</tr>
<tr>
<td></td>
<td>DHS (2015–2016)</td>
<td>100 (1–11)</td>
</tr>
<tr>
<td></td>
<td>SRS</td>
<td>290 (1–21)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>937 (5–73)</td>
</tr>
</tbody>
</table>

Table 1. Observations by source type. The series periods are in brackets after the series names, they refer to the periods when the fieldwork of the surveys are conducted. The total number of observations are the sum of observations from the 29 Indian states and union territories. DHS: Demographic and Health Surveys. SRS: Sample Registration System.

The SRB database as summarized in Table 1 is based on several steps of data quality checking and pre-processing. The detailed steps in mathematical formulas are in Appendix and are summarized below. We first calculate the sampling error for DHS data series (Appendix A) and the stochastic error for SRS data (Appendix B), for each 1-year observation period. We then merge the observations from DHS and SRS data series based on the variance of log-transformed SRB (Appendix C). The merge of observations is in order to generate observations with associated uncertainty at a reasonable and controlled level. After merging, we exclude DHS observations with reference dates beyond 20 years prior the survey date. This exclusion criterion is to remove observations with potentially larger recall errors and truncation for older women compared to the recent reference period.

3. Methods. We develop a Bayesian hierarchical model which captures state-level difference together with a data model to take into account the data quality. The model overview is given in Appendix D. The detailed explanations of the model and the joint density of posterior distribution are in the rest of this section.
3.1. Data model. The India state-level SRB observations are indexed by \( i = 1, \cdots, n \). \( r_i \) denotes the \( i \)-th observed SRB in state \( s[i] \) and year \( t[i] \). \( R_{s,t} \) is the outcome of interest, the true SRB in state \( s \) in year \( t \). \( r_i \) is modeled on log-scale. Let \( V_{s,t} = \log(R_{s,t}) \), we assume:

\[
v_i = V_{s[i],t[i]} + \delta_i,
\]

where \( v_i = \log(r_i) \) and \( \delta_i \) is the error term for SRB observations on the log-scale. The distribution of the error term \( \delta_i \) follows a standard approach that has been used to estimate various population indicators like under-5 child mortality [1, 2, 13], and sex ratio at birth [12]. In the data model, we account for the variations in biases and nonsampling errors across different data collection methods (SRS vs non-SRS). The model also takes account the error differences across data sources as explained further below.

3.1.1. SRS data. The error distribution for observations from SRS is given by:

\[
\delta_i \sim \mathcal{N}(0, \sigma^2_i), \text{ for } i \in I_1,
\]

where \( \mathcal{N}(\mu, \sigma^2) \) denotes a normal distribution with mean \( \mu \) and variance \( \sigma^2 \). \( \sigma^2_i \) is the stochastic variance and is calculated as described in Appendix B. SRS is usually considered having a high data quality and complete birth record since it is the registration system directly from the government. Hence, the only source of uncertainty for SRS data are assumed to be the stochastic variance \( \sigma^2_i \). \( I_1 = \{i = 1, \cdots, n | y[i] = \text{SRS}\} \) denotes the set of indexes for SRS observations where \( y[i] \) is the source type for the \( i \)-th observation (shown in Table 1).

3.1.2. Non-SRS data. For observations from DHS series or census, the error is assumed to be normally distributed as:

\[
\delta_i | \phi^2_i \sim \mathcal{N}(0, \phi^2_i), \text{ for } i \in I_2,
\]

\[
\phi^2_i = \sigma^2_i + \omega_{y[i]},
\]

\[
\omega_{y, i.i.d.} \sim \mathcal{U}(0, 2), \text{ for } y = 1, \cdots, z,
\]

where \( I_2 = \{i = 1, \cdots, n | y[i] \neq \text{SRS}\} \) refers to the set of indexes for non-SRS observations. \( \mathcal{U}(a, b) \) denotes a continuous uniform distribution with lower and upper bounds at \( a \) and \( b \). \( z = 2 \) is the total number of data source types for non-SRS observations, i.e. census and DHS. The variance term \( \phi^2_i \) is modeled as the sum of sampling variance \( \sigma^2_i \) and non-sampling variance \( \omega^2_{y[i]} \). The sampling variance \( \sigma^2_i \) is given as explained in Appendix A. The non-sampling variance \( \omega^2_{y[i]} \) is modeled by data source type to account for the errors that are not possible to quantify. For observations from DHS series or census, the non-sampling variance \( \omega^2_{y} \) is crucial to be taken into account since it is the uncertainty resulted from the errors/mistakes made during the fieldwork or data collection process: e.g. data recoding errors by the interviewers, non-response errors. Non-sampling errors are unavoidable and not possible to eradicate.

3.2. SRB model. We model the log-transformed SRB \( V_{s,t} \) for an Indian state or union territory \( s \), year \( t \) as a sum of two components:

\[
V_{s,t} = a0 + P_{s,t}, \text{ for } s = 1, \cdots, k, \text{ for } t = 0, \cdots, h,
\]

\[
a0 \sim \mathcal{N}(\mu_{a0}, \sigma^2_{a0}).
\]
exp \{\mu_{00}\} is the national SRB baseline for India estimated to be 1.053 from study [12]. \sigma_{a0} is set to be 0.002. \(k = 29\) refers to the number of Indian states and union territories included in this study. \(t = 0\) is equivalent to the year 1990 and \(t = h\) refers to the year 2016. 

\(P_{s,t}\) is the divergence of \(V_{s,t}\) from \(a0\). \(P_{s,t}\) is estimated by an autoregressive time series process of order one (AR(1)) with a normal distribution. It has a state-specific level parameter \(b_s\) following a Student \(t\)-distribution with mean at 0, a global variance parameter \(\sigma^2\) and degree of freedom of 3. It is modeled to differ across Indian states and union territories to incorporate SRB differences due to demographic heterogeneity on state level in India. For each Indian state and union territory \(s = 1, \ldots, k\):

\[
P_{s,0}|b_s, \rho, \sigma_\epsilon \sim \mathcal{N}(b_s, \sigma^2/(1-\rho^2)),
\]

\[
P_{s,t} = b_s + \rho \cdot (P_{s,t-1} - b_s) + \epsilon_{s,t}, \text{ for } t = 1, \ldots, h,
\]

\[
b_s | \sigma_b \sim t(0, \sigma^2_b, \nu = 3),
\]

\[
\epsilon_{s,t} | \sigma_\epsilon \sim \mathcal{N}(0, \sigma^2_\epsilon), \text{ for } t = 1, \ldots, h.
\]

The fluctuation term \(\epsilon_{s,t}\) follows an i.i.d. normal distribution with mean at zero and global variance parameter \(\sigma^2_\epsilon\). For \(s = 1, \ldots, k\), and \(t = 1, \ldots, h\), the conditional distribution for \(P_{s,t}\) given the starting point of time series \(P_{s,0}\) is:

\[
P_{s,t}|P_{s,0}, b_s, \rho, \sigma_\epsilon \sim \mathcal{N}\left(b_s(1-\rho^t) + \rho^t P_{s,0}, \frac{\sigma^2}{1-\rho^2(1-\rho^t)}\right).
\]

Mutually independent priors are assigned to \(\rho\), \(\sigma_\epsilon\) and \(\sigma_b\):

\[
\rho \sim \mathcal{U}(0, 1),
\]

\[
\sigma_\epsilon \sim \mathcal{U}(0, 0.01),
\]

\[
\sigma_b \sim \mathcal{U}(0, 0.02).
\]

The prior for \(\rho\) is chosen such that the model only allows the AR(1) series to converge back to the state-specific level \(b_s\) from one direction rather than fluctuating up and down.

### 3.3. Posterior distribution.

#### 3.3.1. Likelihood. For the \(i\)-th observation where data type \(y[i]\) is SRS, its likelihood on log-scale up to proportion is:

\[
p(v_i|V_{s[i],t[i]}) \propto \exp \left\{ \frac{V^2_{s[i],t[i]} - 2v_i V_{s[i],t[i]}}{2\sigma^2_i} \right\}.
\]

Since \(V_{s,t} = a0 + P_{s,t}\), the likelihood is:

\[
p(v_i|a0, P_{s[i],t[i]}) \propto \exp \left\{ \frac{2v_i(a0 + P_{s[i],t[i]} - (a0 + P_{s[i],t[i]}))^2}{2\sigma^2_i} \right\}, \text{ for } i \in T_1.
\]
Similarly, the likelihood can be written as:

$$p(v_i|Y_{s[i],t[i]}, \omega_{y[i]}) \propto \frac{1}{\sqrt{\sigma_i^2 + \omega_{y[i]}^2}} \exp \left\{ -\frac{(v_i - V_{s[i],t[i]})^2}{2(\sigma_i^2 + \omega_{y[i]}^2)} \right\}.$$ 

Similarly, the likelihood can be written as:

$$p(v_i|a0, P_{s[i],t[i]}, \omega_{y[i]}) \propto \frac{1}{\sqrt{\sigma_i^2 + \omega_{y[i]}^2}} \exp \left\{ -\frac{(v_i - a0 - P_{s[i],t[i]})^2}{2(\sigma_i^2 + \omega_{y[i]}^2)} \right\}, \text{ for } i \in I_2.$$

### 3.3.2. Posterior density

The joint posterior density for all parameters and hyper parameters up to proportion is:

$$p(V_{1:k,0:h}, \omega_{1:z}, a0, P_{1:k,0:h}, b_{1:k}, \rho, \sigma_e|v1:n) \propto \frac{\sigma_i^{2k}(1 - \rho^2)^{k(h-1)/2} \prod_{i \in I_2} (\sigma_i^2 + \omega_{y[i]}^2)^{-1/2} \prod_{s,t=1}^h (3\sigma_b^2 + b^2)^{2h}}{2^{\mu_{a0}a0 - a0^2} \times \exp \left\{ \frac{2\mu_{a0}a0 - a0^2}{2\sigma_{a0}^2} \right\} \times \exp \left\{ \sum_{i \in I_1} 2v_i(a0 + P_{s[i],t[i]} - (a0 + P_{s[i],t[i]}))^2 - \sum_{i \in I_2} 2\sigma_i^2 \right\} \times \exp \left\{ -\sum_{s=1}^k \sum_{t=1}^h (1 - \rho^2)(P_{s,t} - b_s + b_s\rho^t - \rho^t P_{s,0})^2 - \sum_{s=1}^k \sigma_e^2(P_{s,0} - b_s)^2 - \sum_{s=1}^k \frac{\sigma_i^2(1 - \rho^2)}{2\sigma_i^2(1 - \rho^2)} \right\}.$$ 

### 4. Post-modeling calculation

#### 4.1. Computing and estimation

We obtain posterior samples of all the model parameters and hyper parameters using a Markov chain Monte Carlo (MCMC) algorithm, implemented in the open source software R 3.5.1 [44] and JAGS 4.1.0 [42] (Just another Gibbs Sampler), using R-packages R2jags [50] and rjags [41]. Results are obtained from 12 chains with a total number of 2,000 iterations in each chain, while the first 10,000 iterations are discarded as burn-in, and thinning for every 2 iterations. The final posterior sample size for each parameter is 4,000. Convergence of the MCMC algorithm and the sufficiency of the number of samples obtained are checked through visual inspection of trace plots and convergence diagnostics of Gelman and Rubin [18], implemented in the coda R-package [43].

#### 4.2. Calculation of missing female births

The estimated and expected female live births for an Indian state or union territory $s$ year $t$, denoted as $B_{s,t}^F$ and $B_{s,t}^{FE}$ respectively, are obtained as follows:

$$B_{s,t}^F = \frac{B_{s,t}}{1 + R_{s,t}},$$

$$B_{s,t}^{FE} = \frac{B_{s,t}^F - B_{s,t}^E}{\exp \{a0\}}.$$

The annual number of missing female births (AMFBs) for an Indian state or union territory $s$ in year $t$ is defined as:

$$B_{s,t}^{FE} = B_{s,t}^{FE} - B_{s,t}^F.$$
The cumulative number of missing female births (CMFBs) for period \( t_1 \) to \( t_2 \) in an Indian state or union territory \( s \) is defined as the sum of AMFBs from the year \( t_1 \) up to the year \( t_2 \):

\[
Z_{s[t_1, t_2]}^{F} = \sum_{t=t_1}^{t_2} B_{s,t}^{F}.
\]

4.3. Identifying Indian states/union territories with outlying missing female births. An Indian state or union territory is identified to have outlying missing female births (i.e. SRB imbalance) if its AMFB in at least one year since 1990 is above zero for more than 95% of the posterior samples. That is:

\[
\sum_{t=0}^{h} \left\{ \sum_{g=1}^{G} \mathbb{1}_{g} \left[ \left( B_{s,t}^{F} \right)^{(g)} > 0 \right] / G > 95\% \right\} \geq 1,
\]

where \( \left( B_{s,t}^{F} \right)^{(g)} \) is the \( g \)-th posterior sample of the AMFB for Indian state or union territory \( s \) in year \( t \). \( \mathbb{1}_{n}(\cdot) = 1 \) if the condition inside brackets is true and \( \mathbb{1}_{n}(\cdot) = 0 \) otherwise.

5. Model validation. To test the performance for the model, we leave out data points after a certain survey year [2]. Normally, the left-out observation is around 20% of the total observations. However, given the scarcity of the data for state-level SRB in India, we leave out data after survey year 2015 which is the most recent survey year. 33.1% of the total observations are left out. After leaving out data, we fit the model to the training data set, and obtain point estimates and uncertainty intervals that would have been constructed based on available data set in the survey year selected.

For each log-transformed left-out observation \( v_j = \log(r_j) \), we simulate its predictive probability distribution (PPD) \( \left\{ v_{j}^{(g)} | g = 1, \cdots, G \right\} \). Let \( v_{j}^{(g)} \) be the \( g \)-th simulated PPD for \( v_j \), it is simulated as:

\[
v_{j}^{(g)} \sim \mathcal{N} \left( a_{0}^{(g)} + P_{s[j],t[j]}^{(g)} \sigma_{j}^{2}, \sigma_{j}^{2} + \left( \omega_{s[j]}^{(g)} \right)^{2} \right), \text{ for } j \in I_1,
\]

\[
v_{j}^{(g)} \sim \mathcal{N} \left( a_{0}^{(g)} + P_{s[j],t[j]}^{(g)} \sigma_{j}^{2} + \left( \omega_{s[j]}^{(g)} \right)^{2} \right), \text{ for } j \in I_2.
\]

\( s[j], t[j] \) and \( g[j] \) refer to the Indian state and union territory, the reference year and the data source type for the \( j \)-th left-out observation \( r_j \). Let \( \tilde{r}_j \) denote the posterior median of the PPD for \( \exp \{ v_j \} \):

\[
\tilde{r}_j = \text{median} \left\{ \exp \left\{ v_{j}^{(g)} \right\} | g = 1, \cdots, G \right\}.
\]

We calculate median errors and median absolute errors for the \( j \)-th left-out observations, where error is defined as:

\[
e_{j} = r_j - \tilde{r}_j.
\]

Coverage is given by:

\[
\frac{1}{J} \sum_{j=1}^{J} \mathbb{1}_{j} \left( r_j \geq l_j \right) \cdot \mathbb{1}_{j} \left( r_j \leq u_j \right),
\]

where \( J \) refers to the total number of left-out observations, and \( l_j \) and \( u_j \) correspond to the lower and upper bounds of the 95% prediction interval for the left-out
observation \( r_j \). The validation measures are calculated for 1000 sets of left-out observations, where each set consists one randomly selected left-out observation from each Indian state or union territory. The reported validation results are based on the mean of the outcomes from the 1000 sets of left-out observations.

For the median estimates based on full data set and training data set, error is defined as:

\[
e_{s,t} = \hat{R}_{s,t} - \tilde{R}_{s,t},
\]

where \( \hat{R}_{s,t} \) is the posterior median for state \( s \) in year \( t \) based on the full data set, and \( \tilde{R}_{s,t} \) is the posterior median for the same state-year based on the training data set. Coverage is computed in a similar manner as for the left-out observations, based on the lower and upper bounds of the 95\% uncertainty interval of \( \tilde{R}_{s,t} \) from the training data set.

6. Results.

6.1. Sex ratio at birth for Indian states/union territories. The levels of SRB in India varies across states and union territories in 2016 (Figure 1 and Table 2). In 2016, the highest SRB is estimated in Haryana at 1.181 (95\% uncertainty interval [1.143; 1.217]), followed by Punjab at 1.156 [1.115; 1.194] and Uttarakhurd at 1.152 [1.116; 1.189]. The lowest SRB among the 29 Indian states and union territories are estimated in Mizoram at 1.026 [0.971; 1.087], Chhattisgarh at 1.035 [1.001; 1.070] and Kerala at 1.038 [1.006; 1.069]. In 2016, SRB in 13 states and union territories are significantly above the national SRB baseline value 1.053 (Table 2): Andhra Pradesh, Assam, Bihar, Delhi, Gujarat, Haryana, Jammu and Kashmir, Jharkhand, Madhya Pradesh, Punjab, Rajasthan, Uttar Pradesh, Uttarakhurd.

Between 1990 and 2016, the changes in SRB are not significantly different from zero for all states and union territories. 13 states have increases in their SRB point estimates between 1990 and 2016. The largest increases in SRB point estimates between 1990 and 2016 are in Andhra Pradesh at 0.035 [-0.018; 0.087] and in Uttarakhurd at 0.034 [-0.043; 0.109]. Meanwhile, the greatest decreases in SRB point estimates during the same period are in Punjab with a decrease at -0.054 [-0.119; 0.008] and in Himachal Pradesh at -0.029 [-0.097; 0.037].

Geographically, there is a large amount of heterogeneity in SRB across the Indian states and union territories in 1990 and in 2016 (Figure 2). In general, the highest SRB are concentrated in most of the north-western states and union territories and the lowest SRB are mostly estimated to be in the southern part of India in both 1990 and 2016 but with exceptions. In 1990, the SRB are the highest in northern states and union territories Punjab at 1.210 [1.157; 1.264], Haryana at 1.181 [1.130; 1.233] and Jammu and Kashmir at 1.150 [1.087; 1.215]. SRB become lower as the states and union territories are further in the south except for Chhattisgarh. Chhattisgarh has one of the lowest SRBs in 1990 (1.038 [0.985; 1.094]) but is surrounded by states and union territories with much higher SRB. Comparing to the 1990 SRB geographic distribution, the state-level SRB in 2016 are more divided towards the low and high ends: SRB point estimates is lower than 1.05 in seven states and union territories, increased from two states and union territories back in 1990; while four states and union territories have their SRB higher than 1.14 in 1990 and 2016.
Figure 1. SRB point estimates and uncertainty for all Indian states/union territories in 1990 and 2016. States/union territories are ordered by decreasing point estimates of SRB for the year 2016. Dots are point estimates. Horizontal lines are 95% uncertainty intervals. The vertical line indicates the SRB baseline level for the whole India at 1.053.
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Figure 2. SRB point estimates in 1990 and 2016 for 29 states and union territories in India. Top: SRB in 1990. Bottom: SRB in 2016. State and union territory names are: Andhra Pradesh (AP); Arunachal Pradesh (AR); Assam (AS); Bihar (BH); Chhattisgarh (CH); Delhi (DL); Goa (GO); Gujarat (GJ); Haryana (HR); Himachal Pradesh (HP); Jammu and Kashmir (JK); Jharkhand (JH); Karnataka (KA); Kerala (KE); Madhya Pradesh (MP); Manipur (MN); Meghalaya (MG); Mizoram (MZ); Nagaland (NA); Orissa (OR); Punjab (PJ); Rajasthan (RJ); Sikkim (SK); Tamil Nadu (TN); Telangana (TG); Tripura (TR); Uttar Pradesh (UP); Uttarakhand (UT); West Bengal (WB). In 1990, TG is estimated together with AP. In 2016, TG is not estimated.
6.2. Imbalanced sex ratio at birth for Indian states/union territories. In total, 18 Indian states and union territories are identified to have imbalanced SRB during 1990–2016. Table 2 lists the year in which these identified states and union territories have the maximum SRB during 1990–2016 and values of their maximum SRB. The years with maximum SRB in the 18 states and union territories range from 1999 in both Jharkhand and Madhya Pradesh to 2015 in four states and union territories: Andhra Pradesh, Assam, Tamil Nadu, and Uttarakhand. SRB in 13 states and union territories reaches their state-level maxima before 2010 and five states and union territories reaches their local maximum values after 2010. As Andhra Pradesh, Assam, Tamil Nadu, and Uttar Pradesh have their maximum SRB estimated in 2015, the most recent year with data, the SRB in these states and union territories are possible to become more imbalanced in the near future. Among the rest 14 states and union territories, the SRB in 11 of them are in the midst of converging back to national SRB baseline, while the SRB in Himachal Pradesh, Karnataka, Kerala, and Maharashtra have converged back to the national SRB baseline value 1.053 by 2016 (i.e. not statistically significantly different from 1.053).

Among the 18 states and union territories, the state-level SRB maxima range from 1.075 [1.056; 1.095] in Karnataka to 1.250 [1.218; 1.282] in Punjab. Haryana is the other state with maximum SRB point estimate above 1.200 besides Punjab, and is estimated to be 1.226 [1.199; 1.255]. Except for Punjab and Haryana, the state-level SRB maxima are significantly above 1.100 in eight states and union territories: Bihar at 1.134 [1.116; 1.153], Delhi at 1.160 [1.125; 1.197], Gujarat at 1.161 [1.136; 1.186], Himachal Pradesh at 1.137 [1.104; 1.172], Jammu and Kashmir at 1.171 [1.137; 1.207], Rajasthan at 1.161 [1.141; 1.182], Uttarakhand at 1.154 [1.123; 1.186] and Uttar Pradesh at 1.152 [1.136; 1.169] and 1.186.

6.3. Missing female births for Indian states/union territories. Table 3 summarizes the results of the annual number of missing female births (AMFB) and cumulative number of missing female births (CMFB) across the 18 Indian states and union territories identified with imbalanced SRB during 1990–2016. For the whole India by summing up numbers from the 18 states and union territories, the total CMFB during 1990–2016 is 14.9 [13.2; 16.5] million. The average AMFB during 1990–2000 for all India is 461 [378; 544] thousand and increased to 612 [551; 672] thousand during 2001–2016.

Uttar Pradesh has the largest contribution to the national CMFB during 1990–2016, taking up to 32.8% [29.5%; 36.3%]. When looking into different time periods, the CMFB from Uttar Pradesh increased its share of total CMFB from 30.9% [23.6%; 38.1%] during 1990–2000 to 33.8% [30.9%; 37.0%] during 2001–2016. The increased contribution to the total CMFB from Uttar Pradesh is mainly due to the increased AMFB overtime. The average AMFB in Uttar Pradesh is 142 [101; 184] thousand during 1990–2000, and increased to an average of 207 [185; 229] thousand during 2001–2016. Consequently, the CMFB in Uttar Pradesh is estimated to be 4.9 [4.3; 5.5] million from 1990 to 2016.

Rajasthan and Bihar are another two states and union territories with CMFB during 1990–2016 significantly above one million, estimated at 1.8 [1.5; 2.0] million and 1.6 [1.2; 1.9] million respectively. Their contributions of the national CMFB during 1990–2016 are 11.8% [10.2%; 13.6%] for Rajasthan and 10.6% [8.4%; 12.6%] for Bihar. Both Rajasthan and Bihar have increases in the point estimates of their average AMFB from period 1990–2000 to period 2001–2016: 56 [39; 73] thousand to
<table>
<thead>
<tr>
<th>State/Union Territory</th>
<th>1990</th>
<th>SRB 2016</th>
<th>change 1990–2016</th>
<th>Maximum SRB Year</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andhra Pradesh</td>
<td>1.013</td>
<td>[1.056; 1.123]</td>
<td>-0.048</td>
<td>2016</td>
<td>1.061</td>
</tr>
<tr>
<td>Arunachal Pradesh</td>
<td>1.087</td>
<td>[1.091; 1.107]</td>
<td>0.008</td>
<td>2016</td>
<td>1.091</td>
</tr>
<tr>
<td>Assam</td>
<td>1.063</td>
<td>[1.057; 1.124]</td>
<td>0.027</td>
<td>2016</td>
<td>1.064</td>
</tr>
<tr>
<td>Bihar</td>
<td>1.074</td>
<td>[1.068; 1.128]</td>
<td>0.023</td>
<td>2015</td>
<td>1.090</td>
</tr>
<tr>
<td>Chhattisgarh</td>
<td>1.038</td>
<td>[1.001; 1.070]</td>
<td>0.007</td>
<td>2015</td>
<td>1.089</td>
</tr>
<tr>
<td>Delhi</td>
<td>1.084</td>
<td>[1.101; 1.184]</td>
<td>-0.087</td>
<td>2016</td>
<td>1.125</td>
</tr>
<tr>
<td>Goa</td>
<td>1.063</td>
<td>[1.008; 1.130]</td>
<td>0.006</td>
<td>2016</td>
<td>1.068</td>
</tr>
<tr>
<td>Gujarat</td>
<td>1.114</td>
<td>[1.108; 1.173]</td>
<td>0.004</td>
<td>2016</td>
<td>1.136</td>
</tr>
<tr>
<td>Haryana</td>
<td>1.181</td>
<td>[1.143; 1.217]</td>
<td>0.004</td>
<td>2016</td>
<td>1.190</td>
</tr>
<tr>
<td>Himachal Pradesh</td>
<td>1.116</td>
<td>1.087</td>
<td>-0.029</td>
<td>2016</td>
<td>1.116</td>
</tr>
<tr>
<td>Jammu and Kashmir</td>
<td>1.150</td>
<td>1.128</td>
<td>0.021</td>
<td>2016</td>
<td>1.171</td>
</tr>
<tr>
<td>Jharkhand</td>
<td>1.094</td>
<td>[1.057; 1.127]</td>
<td>0.002</td>
<td>2016</td>
<td>1.101</td>
</tr>
<tr>
<td>Karnataka</td>
<td>1.059</td>
<td>1.061</td>
<td>0.002</td>
<td>2016</td>
<td>1.075</td>
</tr>
<tr>
<td>Karnataka</td>
<td>1.020</td>
<td>[1.033; 1.091]</td>
<td>0.049</td>
<td>2016</td>
<td>1.056</td>
</tr>
<tr>
<td>Kerala</td>
<td>1.018</td>
<td>[1.006; 1.109]</td>
<td>0.029</td>
<td>2016</td>
<td>1.063</td>
</tr>
<tr>
<td>Madhya Pradesh</td>
<td>1.086</td>
<td>[1.056; 1.115]</td>
<td>0.051</td>
<td>2016</td>
<td>1.109</td>
</tr>
<tr>
<td>Maharashtra</td>
<td>1.079</td>
<td>[1.053; 1.154]</td>
<td>0.040</td>
<td>2016</td>
<td>1.107</td>
</tr>
<tr>
<td>Manipur</td>
<td>1.056</td>
<td>[1.006; 1.121]</td>
<td>0.070</td>
<td>2016</td>
<td>1.080</td>
</tr>
<tr>
<td>Meghalaya</td>
<td>1.053</td>
<td>[0.988; 1.110]</td>
<td>0.084</td>
<td>2016</td>
<td>1.063</td>
</tr>
<tr>
<td>Minor</td>
<td>1.032</td>
<td>1.026</td>
<td>0.006</td>
<td>2016</td>
<td>1.054</td>
</tr>
<tr>
<td>Nagaland</td>
<td>0.963</td>
<td>[0.971; 1.087]</td>
<td>0.088</td>
<td>2016</td>
<td>1.111</td>
</tr>
<tr>
<td>Orissa</td>
<td>1.072</td>
<td>1.058</td>
<td>0.014</td>
<td>2016</td>
<td>1.080</td>
</tr>
<tr>
<td>Punjab</td>
<td>1.210</td>
<td>1.056</td>
<td>0.054</td>
<td>2016</td>
<td>1.250</td>
</tr>
<tr>
<td>Rajasthan</td>
<td>1.133</td>
<td>1.140</td>
<td>0.007</td>
<td>2016</td>
<td>1.218</td>
</tr>
<tr>
<td>Sikkim</td>
<td>1.050</td>
<td>1.048</td>
<td>0.002</td>
<td>2016</td>
<td>1.282</td>
</tr>
<tr>
<td>Tamil Nadu</td>
<td>1.056</td>
<td>1.083</td>
<td>0.027</td>
<td>2016</td>
<td>1.109</td>
</tr>
<tr>
<td>Tripura</td>
<td>1.053</td>
<td>1.046</td>
<td>0.007</td>
<td>2016</td>
<td>1.105</td>
</tr>
<tr>
<td>Uttar Pradesh</td>
<td>1.105</td>
<td>1.131</td>
<td>0.026</td>
<td>2016</td>
<td>1.152</td>
</tr>
<tr>
<td>Uttarakhand</td>
<td>1.118</td>
<td>1.152</td>
<td>0.033</td>
<td>2016</td>
<td>1.154</td>
</tr>
<tr>
<td>West Bengal</td>
<td>1.052</td>
<td>1.059</td>
<td>0.007</td>
<td>2016</td>
<td>1.080</td>
</tr>
</tbody>
</table>

**Table 2. SRB results by Indian state/union territory.**

Point estimates and 95% uncertainty intervals (where apply) for (i) SRB in 1990 and 2016; (ii) change of SRB between 1990 and 2016; (iii) the year in which the maximum SRB is (only for states/union territories identified with imbalanced SRB during 1990–2016); and (iv) the maximum SRB during observation period (only for states/union territories identified with imbalanced SRB during 1990–2016). Numbers in brackets are 95% uncertainty intervals. §: SRB in 1990 is significantly different from national SRB baseline value 1.053. ¶: SRB in 2016 is significantly different from national SRB baseline value 1.053. States/union territories are in alphabetic order.
Table 3. Results for number of missing female births, for 18 Indian state/union territories with imbalanced SRB. Point estimates and 95% uncertainty intervals for (i) the average annual number of missing female births (AMFB) in thousands for periods 1990–2000 and 2001–2016; (ii) the cumulative number of missing female births (CMFB) in thousands for period 1990–2016; (iii) the proportion of state-level CMFB to the national CMFB for periods 1990–2000, 2001–2016 and 1990–2016. Numbers in brackets are 95% uncertainty intervals. Proportions may not sum up to 100% due to rounding. States/union territories are ordered alphabetically.

<table>
<thead>
<tr>
<th>State/Union Territory</th>
<th>Average AMFB (000)</th>
<th>CMFB (000)</th>
<th>Proportion of National CMFB (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>India</td>
<td>361 [378, 544]</td>
<td>612 [551, 672]</td>
<td>14,861 [13,209, 16,465]</td>
</tr>
<tr>
<td>Andhra Pradesh</td>
<td>2 [16, 22]</td>
<td>24 [12, 29]</td>
<td>85,632 [80, 633]</td>
</tr>
<tr>
<td>Assam</td>
<td>2 [-7, 11]</td>
<td>20 [3, 13]</td>
<td>146 [114, 279]</td>
</tr>
<tr>
<td>Bihar</td>
<td>45 [21, 68]</td>
<td>67 [54, 80]</td>
<td>1,567 [1,402]</td>
</tr>
<tr>
<td>Delhi</td>
<td>10 [5, 15]</td>
<td>12 [9, 14]</td>
<td>295 [213, 379]</td>
</tr>
<tr>
<td>Haryana</td>
<td>32 [25, 38]</td>
<td>33 [30, 37]</td>
<td>885 [778, 990]</td>
</tr>
<tr>
<td>Himachal Pradesh</td>
<td>4 [-2, 6]</td>
<td>3 [-2, 4]</td>
<td>88 [52, 125]</td>
</tr>
<tr>
<td>Jharkhand</td>
<td>12 [0, 24]</td>
<td>14 [7, 20]</td>
<td>352 [156, 550]</td>
</tr>
<tr>
<td>Karnataka</td>
<td>5 [-8, 18]</td>
<td>6 [0, 12]</td>
<td>145 [-41, 334]</td>
</tr>
<tr>
<td>Kerala</td>
<td>5 [-3, 12]</td>
<td>6 [3, 3]</td>
<td>52 [56, 150]</td>
</tr>
<tr>
<td>Madhya Pradesh</td>
<td>27 [8, 46]</td>
<td>28 [18, 38]</td>
<td>742 [470, 1,031]</td>
</tr>
<tr>
<td>Maharashtra</td>
<td>26 [22, 54]</td>
<td>43 [15, 71]</td>
<td>975 [318, 1,013]</td>
</tr>
<tr>
<td>Rajasthan</td>
<td>56 [39, 73]</td>
<td>71 [62, 80]</td>
<td>1,755 [1,495, 2,004]</td>
</tr>
<tr>
<td>Tamil Nadu</td>
<td>4 [9, 18]</td>
<td>9 [3, 15]</td>
<td>191 [-13, 382]</td>
</tr>
<tr>
<td>Uttar Pradesh</td>
<td>142 [101, 184]</td>
<td>207 [185, 229]</td>
<td>1,473 [426, 5,498]</td>
</tr>
<tr>
<td>Uttarakhand</td>
<td>5 [1, 8]</td>
<td>7 [5, 9]</td>
<td>160 [86, 234]</td>
</tr>
</tbody>
</table>

71 [62; 80] thousand for Rajasthan, and 45 [21; 68] thousand to 67 [54; 80] thousand for Bihar.

For the rest 15 states and union territories besides Uttar Pradesh, Rajasthan, and Bihar, 12 have increases in the point estimates of their average AMFB from period 1990–2000 to period 2001–2016: Andhra Pradesh, Assam, Delhi, Gujarat, Haryana, Jammu and Kashmir, Jharkhand, Karnataka, Madhya Pradesh, Maharastra, Tamil Nadu, and Uttarakhand. Specifically, the average AMFB during period 2001–2016 is more than ten times that of during period 1990–2000 in Andhra Pradesh, four times in Assam, and more than twice in Tamil Nadu.

6.4. Validation results. The validation results indicate good calibrations of the model. In the out-of-sample validation, observations obtained from the year 2015
onward are left out. There are 310 left-out observations for the out-of-sample validation, consisting 33.1% of the total observations.

Table 4 summarizes the results related to the left-out observations for the validation exercise. Median errors and median absolute errors are close to zero for left-out observations. The coverage of 95% and 80% prediction intervals are symmetrical. The coverages are higher than expected for both the 95% and 80% prediction intervals and hence the model prediction is conservative.

Table 5 shows the comparison results between estimates obtained based on the full dataset and estimates based on the training set. Median errors and the median absolute errors are close to zero. The proportions of updated estimates that fall below the uncertainty intervals constructed based on the training set are within the expected values for both 95% and 80% uncertainty intervals.

<table>
<thead>
<tr>
<th>Error</th>
<th>1995</th>
<th>2005</th>
<th>2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median error</td>
<td>0.003</td>
<td>-0.001</td>
<td>0.003</td>
</tr>
<tr>
<td>Median absolute error</td>
<td>0.003</td>
<td>0.002</td>
<td>0.003</td>
</tr>
<tr>
<td>Below 95% uncertainty interval (%)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Above 95% uncertainty interval (%)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Expected proportions (%)</strong></td>
<td>≤2.5</td>
<td>≤2.5</td>
<td>≤2.5</td>
</tr>
<tr>
<td>Below 80% uncertainty interval (%)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Above 80% uncertainty interval (%)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Expected proportions (%)</strong></td>
<td>≤10</td>
<td>≤10</td>
<td>≤10</td>
</tr>
</tbody>
</table>

Table 4. Validation results for left-out observations. Error is defined as the difference between a left-out observation and the posterior median of its predictive distribution.

Table 5. Differences in SRB estimates in selected observation years based on training set and full dataset. Error is defined as the differences between an estimate based on full dataset and training set. The proportions refer to the proportions (%) of states/union territories in which the median SRB estimates based on the full dataset fall below or above their respective 95% and 80% uncertainty intervals based on the training set.

7. Discussion. To our best knowledge, this is the first study providing annual estimates and uncertainties of state-level SRB in India from 1990 to 2016 for 29 states and union territories. Although the imbalanced SRB and missing female births in India were well analysed in many studies before on the national level [12, 23, 25, 49], it is the first Bayesian modeling study to assess the SRB imbalance.
on India state level and the resulting missing female births based on all available data. Our study shows that there exist great disparities in SRB across Indian states and union territories and over time. Among the 29 states and union territories included in this study, we identify 18 of them to have imbalanced SRB with various levels of state-level maximum SRB and the year in which local maxima occurred. It is crucial to conduct in-depth analyses on state level to address these differences.

Our study shows that it is necessary and important to provide subnational estimates for prime demographic indicators for countries with great population heterogeneity such as India. Our estimate for the number of missing female birth during 1990–2016 for the whole India is slightly lower than (but not statistically significantly different from) the result from the most recent cross-country systematic assessment of SRB [12], which is 14.9 [13.2; 16.5] million in our study versus 16.6 [12.1; 21.0] million in [12]. The difference between the two national estimates is a direct result as the different data sources used for state-level and national-level studies. For the case of India, there are more national-level observations with longer time series than subnational observations per state and union territory. In addition and importantly, our estimate for the whole India is based on aggregation of state-level estimates and hence the heterogeneity across the Indian states and union territories are accounted in the national estimates. As discussed in a previous study [46], the national aggregates would be different based on different subgroups for India.

The main limitation of this study is the lack of state-level SRB data in the early period of sex ratio transition for the SRB imbalance. Only 4.2% (39 out of 937) of the state-level SRB observations are with reference years before 1980 and none is before 1970. Given that the sex ratio transition has begun in part of India during the 1970s, it is challenging to model the beginning of the sex ratio transition on state level in India given the limited data before 1980. In addition, ideally we would model the SRB baseline values differ across Indian states and union territories. Since no state-level data are available before 1970, we use the national SRB baseline level for India from [12] instead. Future research should focus on collecting and generating state-level and other subnational-level SRB data. The importance of subnational-level data with high quality will increase in order to better estimate and track the sex ratio transition in India on the subnational level and provide in-time data-driven evidence for policy planning.

Our estimation model for state-level SRB in India can be easily extended to any other subnational dimensions of India for estimating SRB and its imbalance as long as the data for corresponding subpopulation are available. Other subgroup dimensions would be defined by urban or rural residence, and/or by mothers’ education levels. Our analysis can also be applied to other countries with emerging sex ratio transition (for example Nepal [17]) to offer reproducible and timely estimates of SRB and the severity of its imbalance.

Appendices. For simplicity, all notations in the Appendix A and B refer to observations or births from a certain Indian state/union territory, a certain data series and reference year (i.e. year of birth).

Appendix A. Sampling errors for DHS data. DHS provides individual-level data with the full birth history for each women at reproductive age interviewed during the survey fieldwork period. We calculate the sampling error for log-transformed
SRB for DHS data series using the jackknife method [16]. Let $U$ denote the total number of clusters. The $u$-th partial prediction of SRB is given by:

$$r_{-u} = \frac{\sum_{n=1}^{N} I_n(x_n = \text{male}; d_n \neq u) \cdot w_n}{\sum_{n=1}^{N} I_n(x_n = \text{female}; d_n \neq u) \cdot w_n}, \quad \text{for } u = 1, \ldots, U,$$

where $n$ indexes the live births in each state-survey-year, $N$ is the total number of live births. $x_n$ is the sex for the $n$-th live birth. $d_n$ is the cluster number for the $n$-th live birth. $w_n$ is the sampling weight for the $n$-th live birth. The $u$-th pseudo-value estimate of the SRB on log-scale is:

$$\log(r_u^*) = U \cdot \log(r') - (U - 1) \cdot \log(r_{-u}),$$

where

$$r' = \frac{\sum_{n=1}^{N} I_n(x_n = \text{male}) \cdot w_n}{\sum_{n=1}^{N} I_n(x_n = \text{female}) \cdot w_n}.$$ 

The sampling variance is:

$$\sigma^2 = \frac{\sum_{u=1}^{U} (\log(r_u^*) - \overline{\log(r)^*})^2}{U(U - 1)},$$

where $\overline{\log(r)^*} = \frac{1}{U} \sum_{u=1}^{U} \log(r_u^*)$.

**Appendix B. Stochastic errors for SRS data.** SRS does not provide information on individual-level full birth histories. It provides the total number of births registered in a certain year with other basic birth information like sex and place of births. For observations from SRS, a Monte Carlo simulation is used to approximate the stochastic variance. For a state-year, the $g$-th simulated number of male live births $B_m^{(g)}$ is obtained as follows:

$$B_m^{(g)} \sim \text{Bernoulli}(B, p_m), \quad \text{for } g = 1, \ldots, G,$$

where $\text{Bernoulli}(n, p)$ denotes a binomial distribution with $n$ independent trials and probability of success $p$. $G$ is the total number of simulations, $B$ is the total number of live births as observed in SRS data, and $p_m$ is the observed proportion of male live births. The corresponding $g$-th simulation for SRB is given by:

$$r^{(g)} = \frac{B_m^{(g)}}{B - B_m^{(g)}}, \quad \text{for } g = 1, \ldots, G.$$ 

The stochastic variance for SRB on log-scale is:

$$\sigma^2 = \frac{\sum_{g=1}^{G} \left( \log(r^{(g)}) - \overline{\log(r)} \right)^2}{G - 1},$$

where $\overline{\log(r)} = \frac{1}{G} \sum_{g=1}^{G} \log(r^{(g)})$.

**Appendix C. Merge observation period.** For DHS and SRS data, the annual log-transformed SRB observations are merged such that the sampling or stochastic error is below 0.05.

For a certain data series (either one of the DHS or the SRS series), let \{\(t_n, t_{n-1}, \ldots, t_1\}\} be the years with recorded births from recent to past. The merge starts from the most recent year $t_n$: 

Merging process for DHS and SRS data

1: for \( t \in \{t_n, t_{n-1}, \cdots, t_1\} \) do
2: if \( t = t_n \) then
3: Compute \( \sigma \) as explained in Appendix A for DHS data and Appendix B for SRS data
4: if \( \sigma < 0.05 \) or \( t_n - t_{n-1} > 1 \) then
5: stop and move to the previous time point
6: else
7: Repeat step 3–5 based on births from \( t_n \) and \( t_{n-1} \)

Appendix D. Model overview.

D.1. Notations. Table 6 summarizes the notations and indexes used in Section 3.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i )</td>
<td>Indicator for observation, ( i = 1, \ldots, n ), where ( n = 937 ).</td>
</tr>
<tr>
<td>( t )</td>
<td>Indicator for year, ( t = 0, \ldots, h ). ( t = 0 ) refers to year 1990 and ( t = h ) refers to year 2016.</td>
</tr>
<tr>
<td>( s )</td>
<td>Indicator for Indian state/union territory, ( s = 1, \ldots, k ), where ( k = 29 ).</td>
</tr>
<tr>
<td>( y )</td>
<td>Indicator for data source type, ( y = 1, \cdots, z ), where ( z = 2 ).</td>
</tr>
<tr>
<td>( \mathcal{I}_1 )</td>
<td>( \mathcal{I}_1 = {i = 1, \cdots, n</td>
</tr>
<tr>
<td>( \mathcal{I}_2 )</td>
<td>( \mathcal{I}_2 = {i = 1, \cdots, n</td>
</tr>
<tr>
<td>( v_i )</td>
<td>The ( i )-th SRB observation on log-scale.</td>
</tr>
<tr>
<td>( \delta_i )</td>
<td>The ( i )-th error term for ( v_i ).</td>
</tr>
<tr>
<td>( \sigma_i^2 )</td>
<td>The ( i )-th stochastic variance (if data is SRS) or sampling variance (if data is non-SRS) for ( v_i ).</td>
</tr>
<tr>
<td>( \omega_y^2 )</td>
<td>The non-sampling variance parameters with non-SRS data source type for ( y = 1, \cdots, z ).</td>
</tr>
<tr>
<td>( V_{s,t} )</td>
<td>The model fitting for the true SRB for state/union territory ( s ) in year ( t ) on log-scale.</td>
</tr>
<tr>
<td>( P_{s,t} )</td>
<td>The difference between ( V_{s,t} ) and ( a0 ) for state/union territory ( s ) in year ( t ).</td>
</tr>
<tr>
<td>( a0 )</td>
<td>The baseline level parameter of SRB for the whole India on the log-scale.</td>
</tr>
<tr>
<td>( \rho )</td>
<td>Autoregressive parameter in AR(1) time series model for ( P_{s,t} ).</td>
</tr>
<tr>
<td>( \sigma^2 )</td>
<td>Variance of distortion parameter in AR(1) time series model for ( P_{s,t} ).</td>
</tr>
<tr>
<td>( b_s )</td>
<td>The state-specific level parameters for ( s = 1, \cdots, k ) in AR(1) time series model for ( P_{s,t} ).</td>
</tr>
<tr>
<td>( \sigma_b^2 )</td>
<td>The variance parameter for ( b_s ).</td>
</tr>
</tbody>
</table>

Table 6. Notation summary.
D.2. Data model.

\[ v_i = V_{s|i,t|i} + \delta_i, \text{ for } i = 1, \ldots, n, \]
\[ \delta_i \sim \mathcal{N}(0, \sigma_i^2), \text{ for } i \in \mathcal{I}_1, \]
\[ \delta_i | \phi_i^2 \sim \mathcal{N}(0, \phi_i^2), \text{ for } i \in \mathcal{I}_2, \]
\[ \phi_i^2 = \sigma_i^2 + \omega_y^2[i], \text{ for } i \in \mathcal{I}_2. \]

D.3. SRB model.

\[ V_{s,t} = a_0 + P_{s,t}, \text{ for } s = 1, \ldots, k, \text{ for } t = 0, \ldots, h, \]
\[ P_{s,0}[b_s, \rho, \sigma_e] \sim \mathcal{N}(b_s, \sigma_e^2/(1 - \rho^2)), \text{ for } s = 1, \ldots, k, \]
\[ P_{s,t} = b_s + \rho \cdot (P_{s,t-1} - b_s) + \epsilon_{s,t}, \text{ for } s = 1, \ldots, k, \text{ for } t = 1, \ldots, h, \]
\[ b_s | \sigma_b \sim t(0, \sigma_b^2, \nu = 3), \text{ for } s = 1, \ldots, k, \]
\[ \epsilon_{s,t} | \sigma_e \i.i.d. \sim \mathcal{N}(0, \sigma_e^2), \text{ for } s = 1, \ldots, k, \text{ for } t = 1, \ldots, h. \]

D.4. Prior distributions. Mutually independent priors are assigned to hyper-parameters:

\[ \omega_y \i.i.d. \sim \mathcal{U}(0, 2) \text{ for } y = 1, \ldots, z, \]
\[ a_0 \sim \mathcal{N}(\mu_{a0}, \sigma_{a0}^2), \]
\[ \rho \sim \mathcal{U}(0, 1), \]
\[ \sigma_e \sim \mathcal{U}(0, 0.01), \]
\[ \sigma_b \sim \mathcal{U}(0, 0.02). \]

where \( \mu_{a0} = 1.053 \) and \( \sigma_{a0} = 0.002 \).
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